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Abstract—Wireless Sensor Networks (WSNs) are 

resource-constrained networks that have been 

applied in many applications. Many researchers have 

presented routing protocols to prolong the lifetime of 

WSNs. In this paper we present a Dynamic Load 

Balancing Protocol (DLBP) that exploits all network 

nodes to achieve load balancing and prolong the 

lifetime of WSN. DLBP has succeeded to build a load 

balanced tree, eliminate the need for control messages 

during data routing, keep the load of the WSN 

balanced during data routing, send messages to next 

hops without route-discovery delay, quickly maintain 

and fix network errors and failures. Simulation 

results show that the network success ratio has 

reached 97%. Routing overhead has decreased by 

72% and network lifetime has increased by 20% 

comparing to other tested algorithms.   

Keywords—Wireless Sensor Networks; WSN; Load 

Balancing; Routing; Energy Aware;Network lifetime. 

I. INTRODUCTION 

A WSN is a network of hundreds or thousands 
of wireless sensor nodes. Each node is a small input 
device that gathers data by sensing the desired 
environmental parameters such as heat, humidity 
and movement. Sensors usually send the collected 
data to a more powerful node called the sink. The 
sensor node usually measures a physical quantity 
and converts it into a signal which can be read by an 
observer or by an instrument [1]. 

Sensors could be found anywhere as their size 
could be small. This feature increased the number of 
applications that depend on the sensor networks. 
Even though the sensor signal can reach the sink but 
most of the designers of WSNs prefer to make the 
communication between sink and sensors among 
other sensors such that less energy would be 
consumed in the communication process [2]. 
Increasing the number of sensors in WSN allow it 
to cover wide areas and send more messages to the 
sink and that could extend the WSN lifetime [3]. 

Sensor nodes actually have limited resources 
such as energy, computational power and available 
storage [4]. The absence of wired power supply and 
the difficulties in replacing or recharging batteries 
make the wireless node life short. The 
communication process consumes more energy, 
while most of data and information processing take 

place at the sink most of the time [5]. The main goal 
of the nodes is to sense and then deliver the 
gathered information to the sink to do the complex 
processing. The Random distribution of the sensor 
nodes in addition to their location that could be in a 
hostile environment, make such network easy to be 
reached. Anyone could physically damage the 
sensors or even listen to the collected data illegally 
[6]. 

The rest of this paper is structured as follows. 
Section II reviews some of the approaches in the 
literature that handle load balancing in WSN. 
Section III present Dynamic Load Balancing 
Protocol (DLBP) that improves and overcomes the 
exiting protocols in terms of network success ratio, 
overhead and lifetime. Section IV presents the 
results and evaluation of the proposed protocol. 
Section V draws conclusions and presents avenues 
for future work. 

II. LITERATURE REVIEW 

Message transmission consumes most of the 
sensor's energy; hence there exist many studies that 
focus on finding new techniques to route data with 
the minimum possible effort to save sensors' energy. 
According to the survey in [7] the way to prolong 
the lifetime of the WSN is by balancing the load on 
all nodes at each level, especially those nodes which 
are very close to the sink. There exist many 
techniques to achieve load balancing in WSNs. In 
this section we categorize and discuss some of 
them.  

A. Achieve Load Balancing by Constructing a 

Balanced Tree 

According to [8] the load balancing in WSN is 
achieved by constructing a load balanced network 
topology. Balanced Low-Latency Converge-Cast 
Tree (BLLCT) achieves bottom-to-top load 
balancing. Every node has many parents. The child 
chooses one of the candidate parents according to 
its energy and number of children. This algorithm 
needs extra processing and more computing energy 
but still not too complex. The presented idea in [8] 
is based on AODV-Shortest path Algorithm [9]. In 
this algorithm the node that has less candidate 
parents should choose the path to route data before 
other nodes that have more choices. Also, the heavy 
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loaded nodes that have many children should have 
more flexibility in choosing the candidate parent. 
BLLCT depends on constructing a load balanced 
tree from the beginning. 

B. Achieve Load Balancing by Calculating Next 

Hop Weight 

In [10] it is assumed that the lifetime of the 
network ends when any of its node's energy is 
completely consumed. Level of node is called node-
grade. That means the sink is in the highest grade 
while its children are in the first grade. If a node 
wants to send a message to the sink it has to send it 
to the higher grade node until it reaches the sink. 
Choosing the next hop depends on the weight of 
that link, the weight is calculated using the distance 
(grade) of the node, and the remaining energy. A 
loop on all candidate nodes takes place to calculate 
the best next hop. The weight of each node from the 
neighbors is calculated depending on the distance 
between the two nodes and energy of the neighbor 
node. Then the possibility of nodes to be chosen as 
next hop is getting calculated and the node with the 
highest possibility will be selected as the next hop. 
Calculating the weight of the next hop just before 
sending a message is the way used in many 
protocols such as [11] and [12]. The problem is the 
generated delay before sending every new message. 

C. Load Balancing Techniques Inspired from 

Animals Behavior 

Studying the behavior of animals encourage 
researchers to develop creative ideas that are 
inspired from these animals. [13] Presents a routing 
protocol that was inspired from ant's behavior. Ants 
usually attempt to find best path to their home. New 
paths to the sink are generated on demand, and data 
about routes are stored in sensor nodes. 

D. Load Balancing Techniques based on 

Clustering the Network Nodes  

Clustering means to create small groups of 
neighbor nodes and call it cluster. Each cluster is 
connected to the network through one of its nodes 
that is called cluster head. In [14] a clustering 
technique is used with sleeping periods for cluster 
heads to make the network balanced and prolong its 
lifetime. 

It can be concluded from the above approaches 
that we need to introduce an integrated protocol that 
benefits from the strength points of the existing 
protocols such as building a balanced tree in the 
first phase and keep updating data about neighbors. 
On the other hand, this protocol should overcome 
the weaknesses by removing the delay before 
sending messages, eliminating control packets, and 
keep updating the load on all network nodes until 
reaching stability stages. These are the main goals 
of presenting a Dynamic Load Balancing Protocol 
(DLBP) for WSN as will be explained in the 
following section. 

III. DYNAMIC LOAD BALANCING 

PROTOCOL  

A. Overview 

Considering the challenges in WSN, mainly the 
limited resources of sensor nodes in addition to the 
distribution nature of the sensor nodes, this paper 
presents a Dynamic Load Balancing Protocol 
(DLBP) for WSN that aims to prolong the WSN 
lifetime. DLBP takes into considerations the 
network topology construction, and data routing. In 
addition to the load balancing technique used in this 
protocol, data filtration metrics were exploited to 
reduce the redundant data and improve the 
performance of WSN. The way used by DLBP is to 
adjust the used paths dynamically while routing 
data. DLBP consists of three main phases; tree 
construction phase, data filtration phase and 
dynamic load balancing phase. 

B. Tree Construction Phase 

Finding at least one path from every node to the 
sink is the main goal when constructing the tree 
topology. Some enhancements on [1] were achieved 
to give better performance and remove the 
unneeded messages while constructing the tree. The 
number of children for any parent is limited to some 
number to give other nodes at the same level better 
chance to get children. The enhancements include 
removing several control messages such as 
Unready, New Node, Request Parent, Change ID 
and Inform messages. Also the cost of link between 
nodes was added to the header of control messages. 

C.  Data Filtration Phase 

During this process the neighbor nodes which 
almost reside in near area could sense the same 
event. This could cause redundant data to be sent to 
the sink. Reducing the sent data could effectively 
prolong the WSN lifetime, as transferring data 
consumes most of the node's energy. DLBP filters 
data that come from different children or close 
neighbors and drop redundant messages. This 
process should take place when the parent node 
makes sure that the data is redundant and the 
location of data is the same. DLBP uses limited 
historical data records in the parent node to compare 
data comes from children. Data records that are 
compared together are only the records come from 
the same area in a limited period of time and then 
redundant messages should be removed. The data 
filtering takes place at the application layer. If two 
neighbor nodes from the same level generate two 
packets at the same time, then DLBP sends these 
two data packets to the application layer. The 
application reads and compares the piece of 
information that is saved in each data packet and 
drops the redundant one. This phase is not a 
standalone phase; it is actually part of the data 
routing phase as will be explained in the next 
section. 
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D. Dynamic Load Balancing Phase 

This part discusses the presented idea for a 
routing technique that should consider load 
balancing while transferring data from source to 
destination. DLBP provides a technique that keeps 
the load balancing of the WSN even after sensors 
start collecting data from the environment and 
sending them to the sink. Most of the existed 
techniques that apply load balancing in WSNs, 
consider load balancing at the beginning or at the 
topology construction phase assuming that the 
sensing rate is equal for all nodes. DLBP attempts 
to remove complex computations and prevent 
delaying messages before being sent. 

Nodes in the DLBP could play selfishly by 
refusing to participate in routing packets to save 
their energy. If node does that it would conserve its 
energy, while nodes that involve in transmission the 
packets will reduce their lifetime. DLBP attempts to 
find the best utilization such that most nodes should 
participate in data transmission process. Larger 
number of nodes that participate in data 
transmission process could be better to find more 
alternative paths to the sink and help in achieving 
load balancing in the network. 

DLBP in the first phase of tree construction 
attempts to find at least one main path from any 
node to the sink. On the other hand, the neighbors 
table is implemented to find alternative paths to the 
sink. Each path to the sink should have a cost. 
Lower cost path is better to be used by the node. 
The link cost between any two nodes has an initial 
value which could be increased once it is needed. 
The cost of routing data from the parent node to the 
sink is accumulated to the cost between the child 
node and its parent. If the node has many options it 
will take the best option and use it unless a change 
on its cost has taken place. Fig. 1 shows the cost 
calculation in DLBP in a simple way. Initially, link 
cost is set to one and total cost is set to the number 
of hops toward the sink (logical distance). The cost 
will be updated later according to the loads.  

 
Fig. 1: DLBP accumulative link cost 

When a child is engaged to a parent it will 
accumulate the initial cost to the parent cost such 
that the total cost is the actual cost that is sent to the 
neighbors and children. If the node has more than 
one path with different costs it will choose the path 
with the minimum cost to be the default path. In 
Fig. 1 note that node D has two paths to the sink; 
one through node B with cost 2, and another one 
through node C with cost 3. Node D chooses node 
B to be the default next hop until a new change 
takes place on the whole path which forces node D 
to make a new check and find the best path again. 

The node energy and traffic of messages play a 
significant role in changing the cost of any path. 
Every node has at least one basic path to the sink 
that passes through its parent. If the load increases 
on some path while other paths at the same level 
have fewer loads then DLBP increases the cost of 
the overloaded path. Hence, nodes attempt to find a 
list of alternative paths with less cost and use them. 
Fig. 2 shows an example of using alternative paths 
when cost is being changed. Node D is the source 
node of the sent data packet and node A represents 
the destination node. Node A is the parent for C and 
B. Node B is the parent for nodes E and D. The 
solid lines represent the basic paths between 
children and their parents while dashed lines 
represent alternative paths between the node and its 
neighbors. The cost represents the path weight and 
less cost means better path to be used. In Fig. 2 (A), 
source node sends its packets through its parent B 
because it has the lowest cost, so the path will be D-
B-A. 

In Fig. 2 (B) the cost of link B-A has been 
increased; therefore, the links D-B and E-B have 
increased their costs as well. Changing the cost 
gives node D more options to route its data. Now it 
can use the path through node B or through node E 
alternatively. In the neighbors table of node D, the 
nodes B and E are flagged to be the best next hop, 
and all packets from node D should be routed 
through these two options. In Figures 2 (C) and (D) 
other changes take place on the cost, therefore, 
routing path alternatives keep changing 
dynamically. 

Load balancing techniques usually work from 
top to bottom; because nodes in top levels have 
wider view to the network, more information about 
the tree and data movements than lower levels or 
leaf nodes. Therefore taking any decision related to 
load balancing, that may affect any level of nodes, 
should be taken from nodes in higher level. DLBP 
applies this higher level monitoring technique, 
which gives it more strength comparing to other 
techniques. In DLBP the root node monitors the 
whole tree while every sub tree is monitored by its 
head, so changing the link cost is not centralized in 
the root of the network. 
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Fig. 2: Example of path choosing based on links cost. The next hop is the link with minimum cost. Note that  represents the paths 
with lowest cost, and  represents the paths with higher costs that will not be selected unless there is no other option. Note the  and 
 after each cost change. 

 

In DLBP each head node of any sub tree has to 
monitor its children and directly connected 
neighbors. Monitoring the children and neighbor 
nodes is achieved by accumulating the number of 
sent messages. When a branch of the tree makes a 
high load on its parent, the parent node increases the 
cost to enforce that branch to reduce its messages to 
become in the normal range. Controlling sub 
branches is done by controlling the head of that sub 
branch. To control the amount of data that could be 
received from a node, the following points should 
be considered: 

a. Cost of links between nodes is the value that 
forces the node to find the path with the lower 
cost. DLBP directs the load from the 
overloaded paths by increasing their costs and 
consequently direct data packets to find lower 
cost paths. 

b. DLBP replaced control packets by adding small 
values to the data message header. If the cost of 
some link is changed, then neighbor nodes 
should be informed about that change. DLBP 
does not send special control packet to inform 
neighbor nodes about the change in the link 
cost. Instead of that, the new cost is added to 
the header of data packets, and nodes that 
receive that data packet will check this header 
and update the cost if needed.   

c. After many updates on the cost and changes in 
the paths the network will reach a stability 
situation. That means a slow adjustment 
process is taking place on the network to make 
it well-balanced while sending data packets. 

In DLBP, every node has at least one path to the 
sink, and it may have some alternative paths 
through its neighbors. The data messages are 
usually sent through the path with the lower cost. If 
there are many paths that have the same cost then 
many options would be available and this would 
distribute the load on multiple paths. DLBP keeps 
watching the paths and then increase the cost of any 
high loaded path such that nodes which use this path 
would start seeking for alternative paths. By doing 
this, the load will be distributed on all available 
paths and will not be focused on the basic one. On 
the other hand, to reduce the routing overhead, 
DLBP extends the header of data messages to be 

used instead of sending control messages. DLBP 
adds the current energy level to the header of data 
messages. Nodes that receive this data message can 
update the energy of that node using the piece of 
information in the header. The extra fields that are 
added to data packet and used by DLBP are the 
Cost and ToBeAlerted fields such that each field of 
them reserves 4 bytes only.  

E. Link Maintenance and Termination 

Every routing protocol should always have 
alternative plans to fix errors or link failures in the 
network. DLBP provides the nodes with all 
alternative paths in case there is a link failure or a 
dead node. DLBP protocol handles dead node 
failure by controlling the links that lead to that 
node. If the node’s energy reaches a low value, it 
should inform neighbor nodes to use other 
alternative paths, this is called link termination, 
whereas, the terminated link will be canceled and 
nodes will not use it anymore. 

Link termination could be implemented by 
changing the cost to a negative value instead of the 
current cost. When neighbor nodes find a negative 
value in the cost they will immediately stop routing 
packets through the failed path. Again, there is no 
need to use special control packets to inform 
neighbors with the link failure, and no need to 
search for new paths because all the alternatives 
paths should be available in neighbors table. This 
will make the network maintenance very fast, 
without any additional control packets or loads. 

IV. RESULTS AND EVALUATION 

In this section the simulation results of DLBP 
are discussed and evaluated. The Network simulator 
Omnet++ version 4.2.2 was used to conduct the 
simulation experiments with Castalia framework 
version 3.2. Number of nodes was between 50-300 
nodes with transmission range of 50m. Radio TX 
Level was -5 dBm and terrain size was 1000 m

2
. 

DLBP is compared to the protocol presented in [10] 
which is called An Energy-Balance Routing 
Algorithm Based on Node Classification for WSNs. 
It will be called Xue algorithm for the rest of the 
paper. There are some reasons behind choosing Xue 
algorithm to compare with DLBP: Xue algorithm is 
a dynamic load balancing technique, which is a 
common point between Xue algorithm and DLBP 
and it is one of the recent researches in this field. 
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Also the authors have simulated their algorithm and 
the simulation shows good results comparing to 
some of widely used algorithms which are Short-
Path routing algorithm [11], STRP and the power 
aware version of STRP which is called STRP-PA 
[12]. Xue algorithm is also easy to be implemented 
and the similarities between DLBP and Xue make 
them easy to be compared with each other. 

The comparison metrics used here are the 
Network success ratio, routing overhead and 
network lifetime.  

A. Network Success Ratio 

The network success ratio is evaluated by 
calculating the number of sent and received packets 
from each node. Received packets ratio gives an 
important indicator about the ability of DLBP to 
deliver the sent messages. Fig. 3 shows the received 
packets ratio, which is the percentage between the 
received packets to the total sent packets. 

Success Ratio = 
                

                  
                    (1) 

 
Fig. 3: Received packets ratio vs. Number of nodes 

 

The reason behind the high percentage of 
received packets ratio and the low percentage of 
failed packets ratio comparing to other protocols is 
the lack of interference and overlap between nodes. 
The data filtration plays a significant role in 
reducing the interference. If a node in the 
neighborhood receives a packet that belongs to 
another node then it should drop it. Choosing the 
best next hop and use less loaded paths reduces the 
interference and increases the packet reception rate 
of the network as well. 

B. Routing Overhead 

Control packets are used to construct the 
network, inform neighbor nodes that a node is ready 
to have children, make sure that sent data packets 
were successfully delivered to the next hop, and 
many other possible uses. Routing overhead can be 
defined as the ratio of total number of sent control 
packets to the total number of data and control 
packets sent from the node i.e.  

Routing overhead = 
                         

                                 
  (2) 

DLBP reduces the using of control packets; they 
are used only in the first phase which is the tree 

construction. Instead of sending a special control 
packet to inform neighbor nodes to take some action 
or update information about neighbors, just few 
flags were added to the header of data packets to do 
the same task.  

Xue’s algorithm still has more control packets to 
update the neighbors table, such as updating the 
energy level of node. The elimination of control 
packets while routing data in DLBP removes the 
overhead of control packets which is called the 
routing overhead. Note that the distribution of nodes 
on the field area could play an important role of 
minimizing the number of the sent control packets. 
If there are too much nodes in a small area, the 
number of sent control packets could be increased, 
that because node receives more ready messages, 
and it could fail many times at the beginning to be 
engaged to some parent. On the other hand, parent 
nodes could reach the full number of children which 
means reject all next engagement requests. 

In Fig. 4 the routing overhead is shown by 
calculating the ratio of control packets to the total 
number of sent packets. Note the very small 
percentage of control packets in DLBP. The control 
packets that were found in DLBP are used only 
when the tree is getting constructed for the first 
time. Number and distribution of nodes plays a very 
important role in increasing or decreasing sent 
control packets. If there are many nodes in the same 
area then one or two attempts to send engagement 
message could be enough to have a parent. Thus, no 
need to send much more packets as there are many 
options in the neighborhood.  

 
Fig. 4: Control packets overhead vs. Number of nodes 

C. Network Lifetime 

The goal of presenting DLBP is to increase the 
network lifetime. To evaluate network lifetime a 
simulation scenario was tested for twenty hours on a 
network of 100 nodes. Fig. 5 shows the network 
lifetime. The x-axis is the simulation hours and y-
axis is the remaining energy in Joule (in thousands). 
It can be noticed from Fig. 5 that nodes in DLBP 
remain stable all the time, and consume energy 
monotonically. While in Xue protocol nodes 
consume energy faster after running the simulation 
for longer time. The reasons behind this 
enhancement are the following: 

a. Filtering redundant data reduces sent and 
received data packets, which saves more energy 
and results in prolonging network lifetime. 
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b. Eliminating control packets while routing data 
reduces energy consumption and prolongs 
network lifetime. 

 
Fig. 5: Network Lifetime. Node remaining energy vs. 

Simulation hours 

V. COLCLUSIONS AND FUTURE DIRECTIONS 

This paper has presented a Dynamic Load 
Balancing Protocol (DLBP) which is an energy 
aware routing protocol for WSNs that uses load 
balancing techniques to prolong the network’s 
lifetime. 

DLBP has three phases. In the first phase DLBP 
constructs a tree with at least one path to the sink. 
Then in the second phase DLBP applies filtering 
technique to reduce the number of messages and to 
remove redundant data packets. In the data routing 
phase DLBP eliminates the control packets and 
balances the load on the network. As a result for 
these three phases, DLBP has prolonged the WSN 
lifetime by 20% in comparison to Xue’s algorithm. 
The routing overhead has also decreased by 72%, 
and the network success ratio has increased by 16%. 

Three related directions should receive attention 
in the future. Firstly, building a mathematical model 
for DLBP. Secondly, simulating network total 
throughput and thirdly, considering security issues 
for DLBP. 
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